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1. Introduction
1.1 Historically the telecommunication networks have evolved from a simple telephone network into a multi-service field, with new services implemented either as add-on to existing networks or by creating separate service specific networks. This hierarchical structure till now facilitates simple planning, operation and management.  However different networks with one-to-one mapping of services (IP, ATM, PSTN & Internet) costs a lot to service providers. Huge CAPEX and OPEX to maintain parallel networks to provide various services have been serious handicap to survive in highly competitive environments.
1.2 The technological advancements have facilitated separation of network, service and application layers. This has brought in a new concept and changed the hierarchy of the network. Now different services can easily be launched on common backbone drastically reducing time and service provisioning cost. IP Networks have emerged as one of the acceptable options for use as backbone as it is robust, resilient and efficient. The effective management features on IP have made it most acceptable option. 
1.3 Increasing acceptability of IP platform to provide triple play services has become a major driver for NGN adoption globally. The end-users are now being given unified services easily. This convergence of access network across the wireline, wireless and internet domain is facilitating integrated billing, faster service provisioning and better customer relation management. 

1.4 The competition in telecom sector has led to faster growth in terms of subscriber base however has resulted in steep fall in Average Revenue Per User (ARPU) both on Fixed and Wireless services. The need is felt to boost revenue earnings through launch of new value added services and applications specific to different regions and languages.  Next Generation Networks (NGN) seem to be a solution.

2. Definition of Next Generation Networks
2.1 NGN is essentially a managed IP-based (i.e., packet-switched) network that supports variety of high speed data intensive services including, IPTV, HDTV, videoconferencing, VoIP, Instant Messaging, e-mail, and other packet-switched communication services. 

2.2 Next Generation Networks (NGN) broadly relates to next-generation broadband IP based networks presently being used by telecom carriers in their backbone. The ITU defined the term NGN in Recommendation Y.2001 as: “A packet-based network able to provide telecommunication services and able to make use of multiple broadband, QoS-enabled transport technologies and in which service-related functions are independent from underlying transport-related technologies. It enables unfettered access for users to networks and to competing service providers and/or services of their choice. It supports generalized mobility which will allow consistent and ubiquitous provision of services to users.”

3. NGN and Conventional Networks

3.1 NGNs and its conventional counterparts differ both in the architecture and services (refer Figure 1 & 2). While conventional networks comprised a series of vertically integrated independent networks, each designed specifically for a separate service (telephone, mobile, leased line, broadcast, etc.); NGNs pair a network service control layer with a network layer that handles the actual transfer of data to create a hierarchical architecture that can be shared by multiple services. These two network architectures differs in the services provided as NGNs allow use of communication carriers' data and communication processing functionality via an API, whereas conventional communication carriers offered primarily audio and data transmission services. 
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Figure 1: Vertically integrated traditional telecom and broadcasting platforms
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Figure 2: Comparisons of NGN and Conventional Networks

3.2 Another important aspect of NGN is that the access provider and service provider may be different unlike present scenario. For example presently a wireless access provider also gives mobile services to its subscribers, whereas in NGN it will be possible that different services are provided by various service providers (such as voice service provider, video service provider, e-mail service provider, stock quotes provider etc) on an access network provided by a particular access provider. 

3.3 With deploying the Next Generation Network, users may have one or many access providers providing access in a variety of ways, including cable, DSL, Wi-Fi, BWA, fiber, etc. into the NGN. This may provide end users with virtually unlimited options to choose between service providers for voice, video, and data services in NGN environment. 

4. NGN Functional Architecture 

4.1 The NGN functional architecture is horizontally layered architecture with clear separation of services, transport, end-user management, and third party application functions as shown in figure 4. It supports the delivery of different services, which includes multimedia services (SIP based voice services), content delivery services (video streaming) and broadcasting. The NGN provides support for PSTN/ISDN emulation as well as simulation. In addition, it provides capabilities and resources to support third-party applications for value-added services.  Each subscriber can avail services from different service providers.
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Figure 3:  Overview of the NGN functional architecture

4.2 NGN architecture defines a Network-Network Interface (NNI), User-Network Interface (UNI), and an Application Network Interface (ANI). The Transport stratum provides IP connectivity services to NGN users under the Transport control functions, including the Network Attachment Control Functions (NACF) and Resource and Admission Control Functions (RACF). The NACF and RACF are two important components of NGN. 

4.3 Terminals that talk to the NGN will authenticate with the Network Attachment Control Functions (NACF), receive an IP address, get configuration information, etc. Once attached to the network, terminals will communicate directly or indirectly with the Resource and Admission Control Functions (RACF) in order to get desired QoS for communication, get permission to access certain resources, etc. There are a number of components within this architecture, which would suggest a "freedom of services" to users. Users would potentially have access to RTSP-based streaming services, PSTN access, IMS access, and access to "other multimedia components". Legacy terminals (user devices) must pass through a gateway device to access NGN supported applications.

5. Migration to NGN networks

Considering present architecture of telecom networks, NGN migration can be classified in four steps:

· NGN in core network

· Migration of Conventional switches to IP soft switches

· NGN in Access networks

· Next Generation Service Control

5.1 Next Generation Core: The next-generation core network is a single converged IP network, which can carry multimedia signals including voice and data. Presently Multi Protocol Label Switching (MPLS) and Resilient Packet Ring (RPR) are some of the transport technology adopted. The evolution to a next-generation core network promises significant savings in terms of bandwidth saving in long run and provides a stable platform for converged services.

5.2 Migration of Conventional switches to IP soft switches: Migration from conventional switches to IP switches will result in saving on account of Capex, Opex, Space requirement, power requirement etc. Maintenance of such switches from central location is easy and scalability is high.

5.3 NGN in Access networks: The next-generation access will be a large digital pipe. It is service independent and allows multiple simultaneous services such as television broadcast, high-speed Internet access, voice telephony etc. Since it will be an IP based service, many different technologies can be used to provide next generation access network. This is likely to fuel competition among various technologies in access network to provide high speed dynamically configurable bandwidth at lower cost both in nomadic and mobile environment. End-user will have choice to have any broadband connection which will be able to deliver voice, data and other content-based services. Broadband access can be either through fixed-line technology such as Digital Subscriber Line (DSL), fibre-optic and cable TV etc or through wireless technology such as broadband wireless access (BWA), 3G, 4G etc. The high broadband penetration will be required to access NGN services in access network. This may be the trigger point for mass migration to NGN.

5.4 Next Generation Service Control: Today’s service control is service specific. Next generation service control will provide a means for operators to bring converged services to market with flexibly, ease of roll out in reduced time. At service delivery level, NGN architecture expands on the concept of the Intelligent Network (IN) which allows the end-user access to any service, be it from the network to which the customer has subscribed or from any third-party service provider. Furthermore, NGN introduces the concept of ubiquity of access to services through any access network and any device. 

5.5 As can be seen from above discussions, NGN is becoming a very powerful platform with capabilities to provide all type of services on common IP backbone with effective control on resource allocation, bandwidth utilization, yet providing full flexibility for launch of third party services and applications. The very nature and power of this technological advancement is driving the market and making it so popular technology across the globe.

6. Regulatory issues related to migration to NGN
6.1 Migration to NGN could change the existing service providers’ business models. On one hand, traditional service providers would see much greater efficiencies and lower costs by adopting NGN and likelihood to provide new services to their subscribers, thus boosting revenues and profitability. The service independence on the other hand could create new category of service providers i.e. application & content service providers, encouraging launch of innovative services and sector specific solutions.
6.2 The deployment of NGN would require high upfront cost. The investor would require stable regulatory environment before putting such huge investments. The regulatory challenges and obstacles related to migration to NGN, emergence of new category of service providers, changing business models, network security risks, competition and level-playing field etc. need to be addressed on priority basis. Unless license conditions and regulations are properly redefined with a light touch regulatory approach, it would be difficult to encourage smooth migration to NGN.
6.3 Different options available to regulators are to support investment, encourage & support migration, encourage migration, or wait & watch.  In all the above strategies, the higher rewards are associated with high risk. One can argue that being a technological advancement, the regulator’s role could be limited to analyse the various impediments and initiate appropriate action to redress these impediments in a time bound manner so that service providers interested to migrate to NGN can do so without any regulatory hurdle.
6.4 Regulators in many developing nations have attempted to lay down broad principles for NGN transition well in advance of the actual transition. This is unlike the legacy network where the business model, network and competition were established prior to regulation.
6.5 As every change, also the move towards NGN raises some points of attention, with particular reference to issues of licensing, interconnection and quality of service. The licensing framework should facilitate to create conducive environment for smooth migration to NGN and its implementation. Efficient interconnection is crucial in NGN environment.  Interconnection is fundamentally important because the telecom system must function seamlessly and investment in one    part of the network create potential   benefits   across the networks.  Users desire end-to-end services within multiple networks.  The QoS in NGN is crucial due to different type of users and service applications with different bearer requirements. Present day customers are so sensitive that today they   talk about quality of experience (QoE) instead of QoS. In this paper we will discuss about interconnection in NGN scenario.
7. Interconnection and its importance

7.1 Interconnection allows subscribers, services and networks of one service provider to be accessed by subscribers, services and networks of the other service providers. If networks are efficiently interconnected, subscribers of one network are able to seamlessly communicate with those of another network or access the services offered by other networks. Without interconnection the market would develop as discrete islands and economic benefits associated with market expansion and liberalization would be limited. It is essential for competition to develop to allow the subscribers of one network to communicate with those of another network. In a broader sense the term interconnection refers to the commercial and technical arrangement under which service providers connect their equipment, networks and services to enable their customers to have access to the customers, services and networks of other service providers. 
7.2 Telecommunications networks are intrinsically different from other infrastructure like roads and power because of the network externalities involved. The value of the network to the users increases as more customers join the network. Interconnection with other networks increases this value further by increasing the number of people the subscribers of this network can call and the range of services they can access. With increasing competition comes plurality of operators and services and the importance of interconnection further increases. If a service provider is offering innovative service like Intelligent Network (IN) based Services, content and application services then subscribers of another service provider can make use of these if this service provider allows interconnection to the service provider who not have these services. This is beneficial to both the service providers and usually would happen through mutual negotiations. In certain situations, it may not happen and it is here that regulations can play an enabling role. With technological developments, the range of services that depend on interconnection has increased. Efficient interconnection has become an essential input to all types of voice calls, data services, Internet, messaging, broadband and a wide range of applications, content services, e-commerce and m-commerce. Inadequate interconnection arrangements not only impose unnecessary costs and technical problems on operators - they also result in delays, inconvenience and additional costs for businesses, consumers and, ultimately, for national economies.

7.3 Of all aspects of interconnection, charging is perhaps the most complicated. It is the area that causes most disputes among carriers and most disagreement among economists. For regulators and policy makers setting the financial terms of interconnection can be a very difficult exercise. Interconnection charges are never the result of straightforward mathematical calculations. They involve choices between standards, processes and methods. The choice is not neutral; it depends on the objectives that regulators wish to achieve and is in most cases conditional upon availability of specific data and varies according to the specific service provided.

8. General Principles of Interconnection Charge determination

The purpose of an IUC regime is to ensure that all service providers are able to gain access, on reasonable terms and conditions, to the interconnection facilities and services necessary to provide efficient service to their own customers. This allows dependent activities to flourish, thus creating a more robust market environment, one that is able to offer consumers more choice and value-for-money. Excessive prices can provide dominant firms with revenues which they can use for predatory pricing or cross-subsidising related services in an effort to drive competitors out of the market. The incumbents want to protect their market share while new competitors need to establish profitable market presence. The outcome of the interconnection pricing decisions goes a long way toward determining how successful different operators will be in achieving those goals. The objective would be to establish an interconnection regime that is as economically neutral as possible. This way the success or failure of the competing service providers would depend on their own business decisions and fairness of the interconnection policy would not be questioned. There could be the following approaches for regulating Interconnection Charges
(a)
Bill and Keep

(b)
Cost oriented or cost based; 

(c)
Price cap;

(d)
Rate of return regulation;

(e) 
Retail based 

(f)
International benchmarking; 

8.1 Bill and keep

This approach entails levying no charges on interconnecting carriers at all. Each carrier “bills” its own customers for outgoing traffic that it “sends” to the other network, and “keeps” all the revenue that results. The Bill-and-keep model assumes that if there were interconnection payments, they would roughly cancel each other out, resulting in no real net gain or loss for either carrier. Further, by forgoing payments, carriers avoid the administrative burden of billing one another for exchanged traffic. This model plainly works best if the traffic flows from one network to another are roughly in balance.

8.2 Cost oriented or cost based price

Cost oriented or cost based charges means that the interconnecting operators charge prices that are set to recover costs in roughly the manner in which the operators incur them. Operators or regulators might use different cost bases (current cost, historical cost, forward looking cost) and different methodology (fully distributed cost, LRIC) to determine the prices.

8.3 Price cap

Under this approach a regulator imposes a limit on how an operator can charge for its interconnection services. This gives the operator flexibility to raise or lower rates based on an index that reflects the overall rate of inflation in the economy, the ability of the operator to gain efficiencies if compared to the average firm in the economy and the inflation in the operator’s input price if compared to the average firm in the economy. The caps usually are not based on detailed, service-specific cost analysis.

8.4 Rate of return regulation

In this method the regulator restricts the amount of return that the service provider can earn from a particular service.  The rate of return could be periodically adjusted upward or downward on the basis of cost data, price indices or prevailing rate of return in similar industries. 

8.5 Retail minus

In this method the regulator ensures that there is a clear “margin” between retail prices and interconnection charges. This approach also appears to be pro-competitive by guaranteeing that competitors will have a sufficient margin to compete with their dominant rivals. The interconnection rate is determined by subtracting from the retail rate all of the dominant operators estimated average costs for such retail activities as marketing, customer-service and billing. This “avoided cost” formula is thought to generate an interconnection rate that approximates wholesale costs. The real drawback of retail-based pricing is that in most cases, it results in interconnection charges that are not based on the true underlying costs. 

8.6 International benchmarking

This is the process of establishing the price of a service based on prices in other jurisdictions.  Benchmarking can be used as a common sense check on the results of cost models.  Alternatively, it can be used directly to set prices.  The outcomes of this regulation, however, depend heavily on adjustments made based on local inputs.  Without appropriate adjustments, benchmarking can result in interconnection rates that make little sense.      

9. Interconnection Charging Methodologies 
9.1  Wholesale Charging Methodologies
Interconnection charges are inter-operator payments to compensate each other for traffic exchanged between their networks. There are three main types of the interconnection charging regimes.  
9.1.1 Calling Party Network Pays (CPNP) 

In this scheme the originating operator pays per message or per minute charge to the terminating operator for exchange of traffic derived on the basis of one of the methods described above.  This is the most common interconnection charging regime in case of voice calls.  This method compensates the terminating service provider for their network does for processing the received messages. 


9.1.2 Bill and Keep (BAK)
Under this regime, also known as Senders Keep All (SKA), usually there are no per message/minute charges between operators i.e. each network operators agrees to terminate calls from the other network at no charge with the assumption that traffic is roughly balanced in each direction.   

9.1.3 Receiving Party Network Pays (RPNP)  

In this regime, an operator receiving a message pays a per message/minute charge to the sending operator for interconnection.  This regime is less common than CPNP but used in North America and Japan for voice calls. In this case the receiving operators recover the cost from its own customer. 

9.2 Retail Charging Methodologies 

As an interconnection charging regime partly determinates the cost of calls/message, operators generally seek to recover their cost through retail charges.  Retail charging concerns payment from consumers to operators for services received.  There are generally two types of retail charging regimes.  

9.2.1 Calling Party Pays (CPP)

Meaning, that a subscriber originating the call pays the entire   cost of the call.  This retail charging regime co-exist with CPNP i.e. the cost of terminating message on another network is paid by the sending party’s operator, which covers the cost in the rate it charges its subscribers.

9.2.2 Receiving Party Pays (RPP)

Means that a subscriber receiving a message pays for the message.  This retail charging regime usually co-exists with RPNP.

10. Structure of Interconnection Charges 
The structure of interconnection charges differs from country to country depending on various policy choices. The variations depend on the degree of alignment of interconnection charges with both the cost of interconnection and the structure of the retail prices charged by the interconnection providers to end users. Examples of variations include: 

· Whether the interconnection charge reflects the existence of fixed and variable costs of interconnection. 

· Whether interconnection charges reflect any peak and off-peak retail prices. 

· Whether the charge contains a universal service obligation. 

· Whether the charge is unbundled. 

10.1 Fixed and variable charges
The terms fixed and variable charges refer to whether costs vary with the network usage. Fixed costs refer to costs that do not change regardless of network usage. These costs are generally known as non-traffic sensitive costs. 

Examples of fixed costs include capital investment in major facilities and equipment of the interconnection suppliers as well as labor. Variable costs vary according to the level of usage of the network. Measuring usage can be performed in terms of volume of traffic or circuits or capacity. An example of a variable cost includes costs related to switching. 

This difference in cost can be reflected in an interconnection charge, which may include both fixed and variable costs. In other words, an interconnection charge can contain a fixed portion for fixed costs and a variable portion in the form of a usage charge such as a per-minute charge for interconnect traffic carried. 

10.2 Peak and off peak charge 
The interconnection charge paid by the interconnection seeker can be averaged (uniform) or may vary depending on traffic volume. Averaging and de-averaging are often implemented in retail prices, e.g., when retail prices reflect a different rate for peak hours that is higher than the rate for off-peak hours. De-averaged prices are mainly designed to increase network use in off peak hours and decrease congestion in peak hours, improving network efficiency and saving carriers the expense of upgrading their network to meet the demands of peak loads. 

It is important that the peak/off peak differentials in retail prices be reflected in interconnection charges. Failure to do so could result in unfair competition for both parties. If the interconnection charge is averaged it becomes easier for new entrants to compete for peak load customers because they can offer services at prices lower than the peak prices of the incumbent. On the other hand, new entrants would be unable to compete for off peak customers. In both cases competition is curtailed. 

10.3 Bundled vs. Unbundled charges 
The term bundled interconnection charges means that the interconnection seeker pays a single price for a standard set of interconnection functions whether used or not. Unbundled charges means that the new entrant only pays for the component(s) of the interconnection package it needs for interconnection services. The interconnecting carrier is not required to pay for components and functions that it will not use to provide services to its customers.
Unbundling is increasingly recognized as an important regulatory requirement. With the adoption of the WTO Reference Paper on Regulatory Principles, unbundling requirements have become an internationally agreed interconnection principle. 

Charging for unbundled access can have far reaching implications for the success of fair competition. Unbundled access frees new entrants from additional charges, it facilitates new entry and helps promote the benefits of competition. 

10.4 Recovery of costs related to Universal Service Obligations and other social obligations 
In many cases the regulatory framework mandates that interconnection charges contain, either explicitly or implicitly, an element intended to contribute to the universal service obligation of the incumbent carrier. Universal service obligations are obligations that are imposed upon carriers to provide service to customers and to regions that are deemed commercially unattractive. Universal service and universal access is a public policy goal in almost every country. It aims to ensure availability, affordability and accessibility of telecommunications services. 

A variety of instruments have been used in different countries to support different aspects of universal access/service policy. Under a monopolist regime, universal service has been pursued through the use of cross-subsidization techniques. Profits from long distance and international services were used to subsidize the provision of local and rural lines. With the introduction of competition and the entry of multiple operators, the financing of universal service obligations has evolved. 

Many countries have implemented an access deficit charge (ADC) regime in which incumbents raise interconnection charges to defray their universal service obligation costs. This technique has come under mounting criticism as a technique that is inefficient and non-transparent. Regulators are revising this approach to universal service funding. 

11. Interconnection Charging Methodologies in NGN
Like technical interconnection standards, charging methodologies of legacy interconnection are well established. There are various interconnection charging schemes like Calling Party Pays (CPP), Receiving Party Pays (RPP), Bill and Keep etc. Similarly, different costing principles are used for determination of wholesale interconnection charges like Distance Based, Element Based and Capacity Based. Relevance of various interconnection costing techniques in NGN environment is a question mark. Some of the experts have opinion that Element Based Charging (EBC), which has been developed for legacy interconnection, will not be relevant in NGN interconnection scenarios. The non-relevance may be mainly because of change in interconnection products and integrated nature of the NGN, where separation of elements’ activity for different interconnection products is difficult.

The transition to NGN will have several topological changes in communication networks in terms of number and type of elements used and their geographical position within the network. Soft switches in NGN are generally capable of handling tens of times of more traffic as compared to legacy TDM switches thus resulting in lesser number of switching systems/nodes, which directly affects Capex and Opex. The variation in network topology and geographical position of switching systems will not only affect physical interconnection arrangements but also interconnection charges, as operators may have to convey calls for long distances before termination. Second deviation can be QoS class based interconnection charging/costing in Next Generation Interconnection. Third driver of change in interconnection arrangement and charging can be layered architecture of NGN. Interconnection can be established on each layer of NGN thus leading to a bigger number of interconnection products as compared to legacy networks. Hence, the layer-wise interconnection products reveals costing of the interconnection products on each layer. 

The cost of interconnection products is normally found either through EBC or Capacity Based Charging (CBC). In capacity based interconnection, operators request a specific capacity for interconnection and pay a flat CBC that reflects the fixed cost nature of the interconnection capacity. CBC reflects true economic costs and do not artificially spread such fixed costs over projected traffic minutes to arrive at a per-minute charge. EBC is generally more efficient way of costing and method used for its determination is LRAIC (Long Run Average Incremental Cost) plus mark-up for common cost including an appropriate rate of return on capital employed. Since EBC determines interconnection charges on the basis of activity of elements for interconnection product, centralized multi-service platform in NGN environment may make the task more difficult. The difficulty of separation of elements’ activities related to interconnection products will increase with decrease in interconnection depth in the NGN layers’ stack as shown in table 1. 

	
	OSI Layers
	Access Examples Corresponding with OSI layers

	7
	Application
	End-to-end Voice Call

	6
	Presentation
	

	5
	Session
	Call control interface (e.g, using SIP)

	4
	Transport
	Bit stream with end-to-end QoS

	3
	Network
	Bit stream (Layer 3) e.g. routed IP

	2
	Data Link
	Bit stream (Layer 2) e.g. Ethernet, ATM

	1
	Physical
	Access to copper loop


Table 1 - Interconnection Depth Corresponding to OSI Model

Bill and Keep (B&K) is widely used for internet traffic where interconnection partners do not settle interconnection on the basis of capacity or duration/usage. In B&K charging methodology, traffic originating operator does not pay to the recipient operator for termination of traffic. This method is also known as Sender-Keeps-All. B&K is applied where traffic volumes are symmetric. In case of NGN, the symmetry cannot be limited to traffic volume only but, QoS will play a key role as well. Interconnection products charged on B&K principle result in no regulatory intervention, no consultancy fees, no monopoly problem and no arbitrage etc. One of the drawbacks of B&K in NGN environment may be topology of network and position of POIs. NGN operators with high capacity switching systems and lesser number of POIs as compared to legacy networks may cause ‘hot potato’ problem as other operators will have to carry traffic to long distance before termination.

Besides interconnection charging regimes and costing methodologies, another crucial factor is interconnection billing options available in NGN environment. Would NGNs being totally packet based, contrary to the legacy networks, will allow measuring of packets for various interconnection products? Would measuring packets for each service choke the billing systems? Some of the billing options may be flat rate on the basis of session duration, capacity based, quality based with no capacity charges, content based, flat service based etc.

Hence, interconnection products can be categorized on the basis of network layers and QoS class and different charging regimes can be applied on them. For example, wholesale best-effort Video on Demand (VoD) product can be charged on a different rate as compared to committed VoD product. 

11.1 Capacity based interconnection charging
Capacity Based Charging (CBC) for interconnection is a charging regime by which charging takes place according to either ordered or effectively used interconnection capacity. Capacity Based Charging can come in two different variations:

· CBC with pre-booking: In this case the fees are determined according to the ordered network capacity. Usually, either the number of dedicated links, the number of interconnection links or ports is used as the charging unit. The key aspect is that the actual usage does not have an impact on the interconnection payments made. Capacity Based Charging in this design allows for the largest possible certainty about forecasting and network planning but it also implies some degree of risk for the buying operator with respect to inefficiency or limitation, e.g. the buying operator has to pay if it orders too much capacity. If too little capacity is ordered, it may be difficult to get additional capacity at short notice. Retrading of capacity may help to reduce such problems.

· For CBC without pre-booking, fees are determined on the basis of the actually used network capacities for interconnection in a defined period (e.g. in peak-time). The charging unit thereby is the transmission capacity required in the peak time in kbit/s, Mbit/s or Gbit/s correspondingly. This design of the charging regime is feasible for services for which the capacity requirements are difficult to forecast. The supplier of such a service may face some difficulties due to lack of planning.

11.2 Volume based charging

With volume based pricing operators compensate each other not on the basis of measured minutes but based on the data volume exchanged. The unit which is paid for depends on the granularity of the volumes of data (MB, GB, etc.).

11.3 Quality of service based charging

This charging regime implies that interconnection prices differ according to quality parameters, such as e.g. delay, jitter, latency etc. In voice communications it is, at least internationally, a standard to pay different prices for different quality classes of transmission. This regime could become even more relevant in the future involving a general trend towards multiple service networks with services requiring different QoS. This charging system allows differentiated pricing at the wholesale level according to the quality offered.

11.4 IP peering

The term peering describes voluntary, non-regulated interconnection relationships between two or more independent IP based networks for the mutual hand-over of data traffic. Thereby, it is not required that the data traffic exchanged originates from one of those two (inter)connected networks directly. It is also possible to exchange data traffic which one of the participants has received from third parties (e.g. based on another interconnection relationship). 

Peering originates from the interconnection of IP based networks of internet service providers. Regarding peering, different interconnection scenarios with respect to charging can be mentioned:

· Settlement free Peering: The exchange of data traffic takes place for all involved parties without charging of fees for the exchange of traffic.

· Paid Peering: At least one of the involved networks enables peering only against payment. This regime will be used especially where networks with asymmetrical data volumes plan to conduct peering or in a situation where one of the parties involved enjoy a kind of dominance on the market which allows to charge for data traffic in a peering scenario.

· Hybrid models: In these models both paid and settlement free peering applies. Thus, settlement free peering is only agreed for the portion of traffic which is symmetrical. Asymmetric traffic is then charged for.

Another type of interworking in the Internet, besides peering, is transit: A network uses the transit offered by a third network in order to send and receive traffic to/from other networks. Transit arrangements are based on service level agreements and they are not free of charge.

12 International Experience
In some European countries like France, Romania, Demark, Hungary, Finland, Lithuania, Slovak Republic, IP interconnection for voice services has been implemented by operators on a voluntary basis or is in trial phase. Although only very limited information is available on the applicable charging scheme, CPNP charging scheme is applied also to IP interconnection and there is usually no differentiation between IP-interconnection and circuit-based interconnection termination rates for the voice service.

13 NGN Deployment in SATRC Region

13.1 Bangladesh

NGN Migration Scenario in a Brief:

The introduction of NGN started in Bangladesh by the year 2004, when the mobile operators started to swap their core network from TDM to IP. Subsequently it was followed by the IP-transition in the transmission network. Currently, 04 out of 06 mobile operators have converted most their core and transmission network to NGN compatible IP networks and the rest are in transition period.  

The Fixed-line operators (PSTN) are using both TDM and IP network in their transmission.  The ANS operators which have introduced NGN in core, transmission and access network first are the WiMAX operators. They have started their operation in 2009 and now providing services across the country on a full NGN platform.  They have developed full IP connectivity in the backhaul and state of the art wireless broadband access network.  

The other type of operator working on NGN platform is the IP telephony operators. They are operating in full IP based platform and offering a number of diversified services to their customers. They are interconnected within themselves at an IP exchange (internet Exchange) and with the legacy network through the domestic voice gateway (IP/TDM). The infrastructure operators (NTTN Licensee) are developing and providing managed IP solutions for backhaul and local-loop connectivity to the ANS operators. Their service extends from long-haul connectivity to FTTx solutions. 

NGN in interconnection regime was introduced by the Regulator in 2008 when the domestic and international gateways were started to be liberalized. Now the data and voice gateways are fully compatible with NGN structure and are providing interconnection facility for different types of ANS operator. The interconnection issues in a NGN environment has been addressed to some extent by the regulations for these Gateway operators. 

Tariff & Interconnection Charge in NGN Platform:

Though the domestic voice gateway is fully compatible to support NGN interconnections, most of the connectivity with PSTN & Mobile operators is still through TDM circuits. So, the revenue sharing and charging model for domestic voice gateway cannot be considered while talking about the pure IP/NGN interconnection. The IP telephony operators pay the same amount for per minute call to the voice gateway as the Mobile/PSTN operators do. But, the tariff circuit (ceiling & floor prices for on-net & off-net calls) for IP Telephony operators is quite different from the Mobile & PSTN operator to make their offers more lucrative to the customers. 

However, the IP Telephony operators connect within themselves on a true IP platform (Internet Exchange) and there is no interconnection tariff regulation for this platform. So far, this exchange has been maintained on the basis of cost recovery method.  

As the interconnection charge and separate international connectivity modality for IP Telephony operators are still under debate, the charging method for the future converged era is also a concern and under discussion. Any reference or study on this issue will help Bangladesh to adopt the best possible solution. 

13.2 India

Initiatives on NGN

Indian Telecom Market is quite diversified and there are a variety of operators and technologies. VoIP services have been allowed in India.  Most of the long distance and international operators in India are using IP core networks whereas IP telephony in access networks is not so common. 

India started its consultation process on NGN regulatory and technical issues by issuing a consultation paper on NGN on 12th January 2006 for framing ex-ante regulation in consultation with industry. Followed by the consultation paper, Telecom Regulatory Authority of India (TRAI) arranged two Open House Discussion forums on the consultation paper in Banglore and Delhi on 21st and 23rd February 2006. In the light of comments received on the consultation, TRAI issued its recommendations on 20th March 2007. The salient features of TRAI recommendations are as under
: 

· Govt. should arrange to organize some interactive workshops/seminars through its various agencies like TEC, C-DOT, Advanced Level Telecom Training Centre (ALTTC) etc. on various aspects of NGN to bring awareness among different stakeholders. TRAI has already started this process. 

· TRAI’s recommendations for unified licensing regime dated 13th January 2005 (as modified in recommendations on Issues relating to convergence & competition in Broadcasting & Telecommunications dated 20.3.06) should be considered expeditiously so that various operators can make best use of NGN platform to provide all types of telecom, data, video and broadcast services through a single license. 

· It may be recalled that in the Broadband Policy, 2004, there is a provision for review of the performance of various operators regarding the Broadband services. Increase in Broadband penetration is a must for wider deployment of NGN services and since the policy targets for Broadband have not been met, it is the time to undertake the review of various recommendations on Broadband access related issues mentioned above. It is reiterated that unless various operators are able to deploy NGN in access to provide multiple services its full benefits cannot be made available to customers. 

· The items for review include reconsideration of Local Loop unbundling which can expedite the uptake of Broadband through the existing copper loops by bringing in competition, de-licensing of spectrum in 5.1 to 5.3 GHz band for outdoor usage and also identification of some additional spectrum for Broadband access. 

· TEC should be entrusted the task to study and analyze various international developments pertaining to NGN in a time bound manner so as to incorporate the same in Indian context and develop interface requirements for the same. 

· A cross industry joint consultative group consisting of TEC, Service providers, technical institutions, vendors etc. for analyzing NGN standards & their customization for national requirement should be set up. 

TRAI decided to setup an expert committee named ‘NGN eCO’ involving experts from Department of Telecommunication (DOT), Telecom Engineering Center (TEC), Center for Development of Telematics (C-DOT), service providers, vendors and academicia to deliberate upon the various migration and interconnection issues. TRAI established NGN eCo on 20th June 2006 comprises of 30 members from TRAI, DoT, TEC, C-DoT, Association of Unified Service Providers of India (AUSPI), Cellular Operators Association of India (COAI), Internet service Providers Association of India (ISPAI), Bharat Sanchar Nigam Limited (BSNL), Mahanagar Telephone Nigam Limited (MTNL), Indian Institute of Technology (IIT) Delhi, Indian Institute of Management (IIM) Ahmedabad, Associated Chambers of Commerce and Industry of India (ASSOCHAM), Confederation of Indian Industries (CII), Federation of Indian Chambers of Commerce & Industry (FICCI), Vendors (Lucent, Alcatel, Ericsson, Siemens, Tekelec, Nokia). The scope of work of NGN eCo is as under
:

· NGN awareness building program.

· Timetable for NGN migration in the country.

· Background documents to be used for consultation on Interconnection and QOS issues by TRAI.

· Any other task assigned by Authority.

NGN eCo established three sub-committees know as Core Groups: NGN Core Group (Licensing), NGN Core Group (Interconnection) and NGN Core Group (Quality of Service), for deliberation upon specific issues. The groups worked on their assigned topics and submitted their reports to NGN eCo for peroration of final recommendations. Final report of NGN eCo has already been issued which encircle many regulatory and technical issues of NGN migration.

In order to create further awareness on NGN among stakeholders, a one day national seminar was organized by TRAI on “Awareness Building on NGN’ on 4th December, 2007 at New Delhi.  

Based on the issues identified by NGN eCO, TRAI further started a consultation process on licensing issues in NGN
 in January 2009 with an objective to further focusing on developing a suitable regulatory framework for smoother and faster march towards NGN.

Issues dealt in this consultation process are following: 

· Licensing and regulatory framework,

· Future market developments and competition in the NGN context

· Provisioning of 3rd party services and applications

· Service Level Agreement

· Interconnect Exchange

· Placement of Active elements

· Compatibility of interface between NGN and TDM networks.

NGN deployment status

NGN is likely to be implemented in India in three stages:

· Core Network

· Incorporation of Soft switches

· Access Networks

Presently most of the telecom operators have deployed an IP network in their backbone.  There are now planning to gradually replace Time Division Multiplexing (TDM) Switches with Soft-switches; however NGN in access network is likely to take bit more time. Till Soft-switches are installed, the existing TDM switches will be connected with IP core through Media Gateway (MG). The IP-based services are expected to lower the present tariffs of telecom service even further due to reduced CAPEX & OPEX. 

Low broadband penetration will slow the migration process to NGN. It is anticipated that the wireless spectrum once released may trigger the growth of wireless based broadband and subsequently prepare a ground for smooth migration towards NGN by service providers. 

Amendment in Licenses of Access Providers

In order to facilitate the migration towards NGN, licenses of Access providers have been amended
 by Department of Telecommunication in April 2009 to include the placement of following network elements:

· Media Gateway Controller (MGC)

· Media Gateway (MG)

· Trunk Media Gateway (TMG)

· Access Gateway (AG)

· Signaling  Gateway (SG)

Media Gateway Controller can be deployed outside the licensed service area controlling the Media Gateways deployed in each licensed service area.

These amendments will not only encourage existing service providers to migrate to NGN, but will also facilitate new service providers to roll out NGN straight away.   

Initiatives by Telecom Operators

· Bharat Sanchar Nigam Limited (BSNL), the incumbent operator, has adopted a migration approach of first migrating transit exchange network (TAX) into NGN followed by the migration of local network.  BSNL has started a major project for deployment of 6 million IP TAX, 32 softswitches and 119 trunk media gateways.

· MTNL has introduced NGCN (next generation converged network) in Mumbai, which is based on MPLS (multi protocol label switching) technology and offers enhanced VPN (virtual private network) services with connectivity speeds going upto 10 Gbps.

· Bharti Airtel is transforming its network by deploying Class 4 and Class 5 soft switches.

· Vodafone has partnered with Ericsson, Nokia Siemens Networks, Huawei, Cisco, Juniper Networks, and ECI Telecom for building its carrier network using NGN technologies.

· Idea cellular operator has substantially moved its TDM microwave link to IP. The operator has plans to move to all-IP domain in the next two years, at least in the top 50-60 towns. For data offloading, Idea is considering a number of strategies including Femto cells, Wi-Fi offload, and 3G repeaters.

Existing Interconnection Usage Charges (IUC) scenario
The framework of Interconnection Usage Charges in India was established by the Telecom Regulatory Authority of India through “The Telecommunication Interconnection Usage Charges (IUC) Regulation, 2003” (1 of 2003) dated 24th January 2003 implemented from 1st May 2003. This IUC Regulation introduced the regime of calling party pays (CPP). The originating, carriage and termination charges were based on the type of network in which call originated or terminated and distance travelled in a service provider’s network. Though this regulation was amended vide regulation dated 29.10.2003, 23.02.2006 and 09.03.2009 for IUC, the framework remained the same.
In view of challenges arising due to service products relevant for the provision of voice telephony (including mobile, fixed and VoIP), Internet access, broadcasting services etc. and interconnection products that will become relevant in Next Generation Networks (NGN), TRAI released a consultation paper on “Review of Interconnection Usage Charges” on 27th April 2011.

13.3 Nepal

Existing Interconnection scenario including charging mechanism and interconnection usage charges.

As per clause 6 of our Interconnection Guidelines 2008 of Nepal Telecommunications Authority Charging principles for Interconnection guidelines is as follows. 

Charging Principles

Each Licensee shall be required to make available its Telecommunications Network and Telecommunications Services to any other Licensees wishing to interconnect on an appropriate basis.

The charges that a Licensee offers for all Interconnection Services must be cost-based and reflect the fact that relationship between Licensees is a carrier-to-carrier relationship. This generally involves the provision of services which are not available to customers or to unlicensed third parties.

Where feasible, the Licensees must use an established cost methodology.

Each Licensee is required to develop a Reference Interconnection Offer (RIO), setting out the terms and conditions for interconnection of its Telecommunications Networks and Telecommunications Services.

The Reference Interconnection Offer must be submitted to the Authority for approval within one hundred and twenty (120) days from the effective date of the amendment of this Guideline. The effective date of this guideline is May 1st 2008.

In negotiating Interconnection Agreements or developing a Reference Interconnection Offer, the Licensees shall take into consideration the following charging principles:

a. any charges or rates imposed shall be such that they cover the costs attributable for providing Interconnection incurred by the Licensee to whom the charges are payable;

b. calculations of Access Charges shall be based on the costs attributable to the interconnection and shall include the cost of capital employed in the assets used;

c. the charges or rates imposed shall take into account the need for a Licensee to earn a reasonable rate of return on investment. 

d. the charges or rates imposed shall take into account the universal service obligations of the Licensees being connected to (unless other explicit mechanisms are put in place);

e. where Telecommunications Services generate usage-sensitive costs, the charges shall be usage sensitive; and 

f. the charges will be based on efficient provisioning standards and internationally acceptable practices.

If the licensee fails to conclude an Interconnection Agreement between them self within the negotiation period then licensee make a written request to the NTA. While determining the terms and conditions of an Interconnection Agreement by the NTA after receiving written request from the licensee, the following Interconnection Usage Charge (IUC) shall be fixed by the Authority.

Current status of NGN deployment

Deployment of NGN is in preliminary stage in Nepal. Different aspects of Regulatory as well as operators’ concerns have to be studied before the full deployment of NGN. Following are some of the preliminary works that are being carried out in Nepal for NGN deployment.

Regulatory preparedness

· Formed a team to study various aspects for implementation of NGN

· Building of Infrastructure

· Drafted Broadband Policy

· Organization of a workshop on NGN in near future so as to solicit suggestions for the steps to be taken for implementing NGN.

Operator’s Status

· Incumbent operator is in the process of procuring NGN equipments. 

· Incumbent operators have operated the 3G mobile service also.

· Among the three layers of NGN (Access, Transport and Control & Applications) operators are focused only on core part (Transport).  

13.4 Pakistan

Pakistani Telecommunication Market is a very different market as compared to the other developed markets because of geographic spread and time of de-regulation. Developed markets who saw de-regulation in late nineties could get more legacy networks installed by the new entrants but de-regulation of Pakistani market could lead to a diversified telecom networks infrastructure because of maturity of VoIP services. Many of new operators opted to install new technologies having high infrastructure cost but less operating cost and capable of providing customized services. Fixed line telecommunication networks are generally working on IP and some of the big operators could deploy complete end-to-end IP enabled NGN solutions.

Fourteen (14) LDI operators are operating in Pakistan and they have deployed IP core network for provision of services to FLL, WLL and mobile operators. Four (4) infrastructure operators have deployed their nation-wide fiber backbone supporting up to 10Gbps. Some of the northern and southern parts of the country are not covered because of hard terrain. Therefore, as far as long haul network is concerned, Pakistan has enough capacity and capability to provide services in many remote areas.

Growth of access/short haul networks could not be as substantial as that of long haul networks. Pakistan has 39 FLL and 16 WLL operators. Most of the FLL operators could not deploy their access network because of falling retail charges and increasing access network deployment costs. Some of the operators are relying on the access networks of other FLL operators or Cable TV providers for provision of services to their customers while others are providing services to the broadband users of various broadband providers thus utilizing access network of incumbent. Regarding technology, all operators are using VoIP for provision services less those who are using hybrid systems. WLL operators are providing access through CDMA or WiMax technologies. Most of the CDMA WLL operators are mainly providing voice services whereas some also providing high data services through EV-DO. WiMax WLL operators are operating their networks on 3.5 GHz for provision of nomadic data and telephony services. Incumbent operator, PTCL, has monopoly on fixed line access network and like other operators, it is striving hard to expand its OFAN for provision of data, voice and broadcasting services. Though PTCL has not installed an integrated end-to-end NGN solution like other new WiMax operators but it is moving slowly in the same direction to provide bundled services. 

Most of the GSM operators have shifted their core and BSS networks on NGN by installing media gateways and MSS. All the operators are providing data services through GPRS/EDGE. Mobile operators of Pakistan are preparing for 3G mobile networks to cater for data requirements of their users.  

The number of ISPs and DSL providers are in hundreds. They are providing either dial-up services by acquiring PRIs from incumbent or DSL services through LLU. Another type of data services providers is cable internet providers, which are actually reselling bandwidth of DSL operators through LAN/UTP cable. These operators are covering small localities/towns by deploying their own access network. The third category is cable TV operators, which are providing data services to their users through Cable Modem using DOCSIS system. The number of Cable TV data operators is quite limited and they mainly operate in metropolitan cities only. 

Regulatory

1. Pakistan Telecom Authority has issued a very comprehensive directive on “Clarifications on IP Telephony in Pakistan”.

2. The regulator has issued spectrum to new fixedline operators to the tune of 21Mhz per operator for Wi-Max operations in 3.5 Ghz band for Broadband applications in the local loop. Most of them are now operative. In some instances a license owner has been allowed to purchase another limited license, in cases where it could only help but not hurt.

3. Multiple nationwide networks with redundancy ensures competitiveness and reduction in long distance tariff, encouraging NGN deployment.

4. Universal Service Obligation Company loaded projects while ensuring connectivity to reduce the digital divide.

5. Incumbent offering a minimum of 1Mbps (one million bits per second) DSL connectivity across the nation at US$ 14/month, or US$ 10/month in special cases to selected segments.

6. Incumbent offering ‘SMART TV’ on copper DSL links with 100 channels for less than US$ 5/month in addition to DSL charges.

Technologies

This section provides details of the IP based technologies implemented by various operators for provision of different licensed services. The operators include LDI operators for provision of class 4 services and LL and WLL operators providing class v services. The general trend of services and technologies clearly manifests that telecom industry is moving towards integrated services platforms; NGN, for provision of triple play services.

Incumbent’s Network Status

C4 level Transition. 

	2003-04
	Deployment of Soft Switches
	Connected through hundreds of E1s
	

	2007
	Deployment of another wave of soft switches
	Deployment of STPs for Number Portability
	Deployment of another set of media gateways for de-regulated interconnects


C5 Level Transition

	2008-09
	Replacement of 80’s switches of some manufacturer with NGN
	Replacement by OFAN subscriber lines

	2009-10
	Consolidation of networks in major cities to NGN
	


Planned Migration

	2010-2012
	C4 Level
	Migration of all Transits to NGN
	Transition to STM level interconnection

	2012-14
	C4 Level
	HCTEs migration
	

	2012-12 and onwards
	C5 Level
	Migration of all local loop in big cities
	


Expert Group Formation

Pakistan Telecommunication Authority and other organizations have formed various expert groups with active enrollment from the Government, the Regulator, Internet society, Vendors, Academia, Licensees and other stake holders which lead to a forward looking NGN implementation plan for Pakistan. The notable expert groups are the IPV6 Test Bed group, Broadband Expert Group, NGN Network Implementation, E_Num Discussion Forum and the CMTOs VAS expert group.

14 Way Forward and Action Plan

In the countries of SATRC region, deployment of NGN is in the preliminary stage and Broadband penetration is also very low, which is a prerequisite for migration to NGN. Further, IP interconnection has not been adopted in any country of the region. Internationally, though NGN has been deployed in some countries, charging mechanism for interconnection in NGN scenario is still evolving. 
This report has outlined some possible charging mechanisms in NGN scenario, but these cannot be considered as the best practices guidelines for SATRC countries. In view of above, the working group recommends continuation of work on Interconnection charging mechanisms in NGN in the next phase.     
� OFCOM Consultation Paper – “NGN Future Arrangements of Access and Interconnection”


� TRAI Press Release No. 27/2006, 20th March 2007


� ToR of NGN eCo   � HYPERLINK "http://www.trai.gov.in/NGN/ToRNGNeCO.pdf" �http://www.trai.gov.in/NGN/ToRNGNeCO.pdf�	


� � HYPERLINK "http://www.trai.gov.in/WriteReadData/trai/upload/ConsultationPapers/163/cpaper27jan09no3.pdf" �http://www.trai.gov.in/WriteReadData/trai/upload/ConsultationPapers/163/cpaper27jan09no3.pdf�


� � HYPERLINK "http://dot.gov.in/as/2009/amendement_UAS_15.04.2009.pdf" �http://dot.gov.in/as/2009/amendement_UAS_15.04.2009.pdf�
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